
 Lecture 21

why does the cross entropy loss make

sense

Imagine this scenario
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Ok cool but what does this

have to do w logistic regression

our data is a sample the coin

is the world model we try to

predict
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Back to the coin

p Y 6 47 10 1 p

Cpt Ci pity
w



n.IT pYisi pj1 gi

generalize

for n samples of data
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our goal for
find best parameters that

maximize the likelihood of observing
our data samples Xi y Xu Yu
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Trivig log is monotonically increasing
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iff fix
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