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Discussion #11

Name:

Residuals
1. (a) We fit a simple linear regression to our data (xi, yi), i = 1, 2, 3, where xi is the inde-

pendent variable and yi is the dependent variable. Our regression line is of the form
ŷ = â+ b̂x. Suppose we plot the relationship between the residuals of the model and the
ŷs, and find that there is a curve. What does this tell us about our model?

� A. The relationship between our dependent and independent variables is well rep-
resented by a line.

� B. The accuracy of the regression line varies with the size of the dependent vari-
able.

� C. The variables need to be transformed, or additional independent variables are
needed.

(b) Which of the following are useful properties of residuals in an ordinary least squares
regression (with an intercept) where the dependent and independent variables are vectors?

� A. The average of the residuals is 0.
� B. The inner product of the fitted values and the residuals is always positive.
� C. The residuals and the independent variable are orthogonal.
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Inference

2. We can use the bootstrap to carry out inference on the slope of a simple linear regression.
Recall that a simple linear regression model is defined as follows:

Y = Xθ + ε = θ0 + θ1x+ ε

where Y is the response vector, X is the design matrix with an added intercept column, and
ε is the noise vector. Using the data to estimate the intercept and the slope, we arrive at the
following equation:

fθ̂(x) = θ̂0 + θ̂1x

(a) Using a box model, describe the process of computing the 95% confidence interval of θ̂.

(b) Now that we have some intuition for how the bootstrap works in a simple linear regres-
sion, let’s think about how we might implement this for a multivariate linear regression.
Suppose we wish to fit a model of the following form:

fθ̂(x) = θ̂0 + θ̂1x1 + · · ·+ θ̂pxp

and we would like to generate confidence intervals around our estimates of θ. Outline in
pseudo-code a non-parametric bootstrap based approach to estimate the 95% confidence
interval around each θi. Assume there are n data points.
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Logistic Regression

3. Your friend argues that the data are linearly separable by drawing the line on the following
plot of the data.

(a) Argue whether or not your friend is correct. Note: this question refers to a binary classi-
fication problem with a single feature.

(b) Suppose you use gradient descent to train a logistic regression model on two design ma-
trices Xa and Xb and use some stopping criterion (The maximum of the absolute values of
the components in the calculated gradient is smaller than some threshold T). After train-
ing, you find that the training accuracy for Xa is 100% and the training accuracy for Xb

is 98%. What can you say about whether the data is linearly separable for the two design
matrices?
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4. Suppose we are given the following dataset, with two features (X1 and X2) and one response
variable (y).

X1 X2 y
1 1 0
1 -1 1

Here, x corresponds to a single row of our data matrix, not including the y column. For
instance, x1 = [1 1]T

You run an algorithm to fit a model for the probability of Y = 1 given x:

P (Y = 1 | x) = σ(xTβ)

where
σ(t) =

1

1 + exp(−t)

Your algorithm returns β̂ =
[
−1

2
− 1

2

]T
(a) Are the data linearly separable? If so, write the equation of a hyperplane that separates

the two classes.

(b) Recall that the empirical risk for β̂ =
[
−1

2
− 1

2

]T and the two observations above is
1
2
log(2 + 2e−1). Does this fitted model minimize cross-entropy loss?
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Multicollinearity

5. In a large class, the instructor decides to build a linear model to predict final exam scores based
on the scores of the past two midterms. Using scores from the previous year, the instructor
derives the following model from the least-squares regression equation:

Ŷ (x) = 1.5x1 − 0.5x2

where Ŷ (x) are the predicted final scores, x1 are the midterm 1 scores, and x2 are the midterm
2 scores.

(a) Does the negative coefficient of x2 imply that Midterm 2 scores and final exam scores are
negatively correlated? Why or why not?

(b) The instructor, confused by the weights of his linear regression model, computes the 95%
confidence intervals for the two coefficients.

Confidence interval for θ1 : [−0.32, 1.88]
Confidence interval for θ2 : [−0.5, 1.16]

Are θ1 and θ2 significantly different from 0? If both coefficients are not significantly
different from 0, does that suggest that both midterm 1 and midterm 2 are uncorrelated
with the final?


