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Discussion #9

Name:

Logistic Regression

1. State whether the following claims are true or false. If false, provide a reason or correction.

(a) A binary or multi-class classification technique should be used whenever there are cate-
gorical features.

(b) A classifier that always predicts O has a test accuracy of 50% on all binary prediction
tasks.

(c) For a logistic regression model, all features are continuous, with values from O to 1.
(d) Ina setting with extreme class imbalance in which 95% of the training data have the same

label, it is always possible to get at least 95% testing accuracy.

The next two questions refer to a binary classification problem with a single feature x.

2. Based on the scatter plot of the data below, draw a reasonable approximation of the logistic
regression probability estimates for P (Y =1 | z).
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3. Your friend argues that the data are linearly separable by drawing the line on the following
plot of the data. Argue whether or not your friend is correct.
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4. You have a classification data set consisting of two (x, y) pairs (1,0) and (—1,1).
The covariate vector x for each pair is a two-element column vector [1 x]T.

You run an algorithm to fit a model for the probability of Y = 1 given X:
P(Y = 1|X) = o(X"5)

where
B 1
1+ exp(—t)

Your algorithm returns B = [—% !

(a) Calculate P (Y —1|X=[1 0]T>

(b) The empirical risk using log loss (a.k.a., cross-entropy loss) is given by:

n

R(B) = %Z—logP(Y:yi|xi)

i=1

1 < . -
:—EZyilogP(Yz 1]x;) + (1 —yi) logP (Y =0 x)

AndI@(Y:1|xi):$(‘))whﬂeP( :0|Xi):m.Therefore,
T
exp(x;' f) 1
=Y yilog P (1) log
Zy B T ep(at) T Y B T T

== Z yx! B+ log(o(—x!B))
=1
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Let 5 = [y [1]. Explicitly write out the empirical risk for the data set (1,0) and (—1, 1)
as a function of 5y and ;.

(c) Calculate the empirical risk for 3 = [— — —]T and the two observations (1,0) and

(~1,1).

(d) Are the data linearly separable? If so, write the equation of a hyperplane that separates
the two classes.

(e) Does your fitted model minimize cross-entropy loss?



