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Dimensionality Reduction

1. Principal Component Analysis (PCA) is one of the most popular dimensionality reduction
techniques because it is relatively easy to compute and its output is interpretable. To get a
better understanding of what PCA is doing to a dataset, let’s imagine applying it to points
contained within this surfboard. The origin is in the center of the board, and each point within
the board has three attributes: how far (in inches) along the board’s length, width, and thickness
the point is from the center. These three dimensions determine the spread of the data.
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(a) If we were to apply PCA to the surfboard, what would the first three principal compo-
nents (PCs) represent? Feel free to draw and label these dimensions on the image of the
surfboard.

(b) Which of the three PCs should be used to create a 2D representation of the surfboard?
How come? Make a sketch of the 2D projection below.

2. Compare the scree plots produced by performing PCA on dataset A and on dataset B. For
which of the datasets would PCA provide a scatter plot that describes the variability of the
data without leaving out much information? Note that the columns of both datasets were
centered to have means of 0 and scaled to have a variance of 1.
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Scree Plot of Dataset A Screeplot of Dataset B
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Midterm Review
1. Probability and Sampling
3. A small town has 5 houses with the following people living in each house:
Abe, Ben Cat, Dan, Emma Frank, George Hank, Ira, Jen Kim, Lars

Suppose we take a cluster sample of 2 houses (without replacement), what is the chance that:

(a) Kim and Lars are in the sample

OO0 O120 OUI0 OU6 O15 O22 O1

You may show your work in the following box for partial credit:

(b) Kim, Abe, and Ben are in the sample
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You may show your work in the following box for partial credit:

(c) Kim and Dan are in the sample - Select all that apply
L] The same as the chance Kim and Lars are in the sample
[J The same as the chance Kim, Abe, and Ben are in the sample
L] Neither of the above

2. Transformations and Smoothing

4. Which of the following are reasonable motivations for applying a power transformation? Se-
lect all that apply:

U] To help visualize highly skewed distributions

(] Bring data distribution closer to random sampling

U] To help straighten relationships between pairs of variables.
0J Reduce the dimension of data

[J Remove missing values
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5. Which of the following transformations could help make linear the relationship shown in the
plot below? Select all that apply:

Olog(y) O«* Oy 0Olog(x) Oy* O Noneof the above

6. The above plot contains a histogram, rug plot, and Gaussian kernel density estimator. The
Gaussian kernel is defined by:

Koz, 2) = — exp(—M)

2ma? 202

Judging from the shape of separate standing peaks, which of the following is the most likely
value for the kernel parameter .
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